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Abstract

Data is essential to train and fine-tune today’s frontier artificial intelligence (AI)
models and to develop future ones. To date, academic, legal, and regulatory work
has primarily addressed how data can directly harm consumers and creators, such
as through privacy breaches, copyright infringements, and bias and discrimination.
Our work, instead, focuses on the comparatively neglected question of how data
can enable new governance capacities for frontier AI models. This approach for
“frontier data governance” opens up new avenues for monitoring and mitigating
risks from advanced AI models, particularly as they scale and acquire specific dan-
gerous capabilities. Still, frontier data governance faces challenges that stem from
the fundamental properties of data itself: data is non-rival, often non-excludable,
easily replicable, and increasingly synthesizable. Despite these inherent difficulties,
we propose a set of policy mechanisms targeting key actors along the data supply
chain, including data producers, aggregators, model developers, and data vendors.
We provide a brief overview of 15 governance mechanisms, of which we centrally
introduce five, underexplored policy recommendations. These include developing
canary tokens to detect unauthorized use for producers; (automated) data filtering
to remove malicious content for pre-training and post-training datasets; mandatory
dataset reporting requirements for developers and vendors; improved security for
datasets and data generation algorithms; and “know-your-customer” requirements
for vendors. By considering data not just as a source of potential harm, but as a
critical governance lever, this work aims to equip policymakers with a new tool for
the governance and regulation of frontier AI models.

Figure 1: Proposed underexplored mechanisms in relation to challenges of data regulation and the AI
Data Supply Chain.
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1 Introduction

The development of today’s frontier artificial intelligence (AI) models 2 , highly capable foundation
models, is inextricably linked to data, so much so that the systems are regularly defined by their
training on “broad data at scale” [2, 14]. There is a growing scientific consensus that, as well as
tremendous benefit, such models may pose risks to public safety [20, 11]. Yet, because of the
rapid pace of AI development and the growing secrecy surrounding frontier model training, the
production, aggregation, and processing of the datasets used by frontier models has thus far received
little regulatory and public attention. As a key input to the pre-training and fine-tuning of models, we
hope to demonstrate that governing data for frontier models, “frontier data governance”, can be a
promising approach to monitor and mitigate the risks as these models advance.

In particular, we focus on how policymakers can use the unique mechanisms within this approach
to prevent the acquisition of specific dangerous capabilities, whether caused by malicious actors
and potential misalignment. Existing “data governance” efforts emphasise detecting and preventing
direct harms arising from the abuse or misuse of data on consumers and creators. Examples of such
efforts include regulation to protect individual privacy [38, 16], data producer’s copyright [27, 25],
and nondiscrimination in the workplace [47]. 3 Instead, we focus on the comparatively neglected
question of how data can enable new governance capacities for frontier AI models.

In this paper, we briefly overview previous attempts to govern data, and popular methods for
regulating frontier AI models – namely “compute governance” and model evaluations. We then
introduce “frontier data governance” as “the policies, practices and mechanisms that monitor, regulate,
and control data throughout the AI development pipeline, to mitigate risks and ensure responsible
development of frontier AI systems.” We then explain the importance of datasets to the acquisition
of specific dangerous capabilities, and to the scaling towards larger, potentially more dangerous
advanced AI systems. After, we show why the inherent properties that make data so useful for training
AI systems – it is non-rival, non-excludable and easily replicated – pose challenges for using it a
governance lever, and that its current supply chain may leave it vulnerable to adversarial attacks, and
obfuscatable from regulatory scrutiny. Finally, we propose 15 mechanisms, of which we recommend
five exploratory policies:

1. Canary tokens: data producers could embed unique identifiers in (particularly dangerous)
data to detect and prevent unauthorized use in AI models

2. Mandatory data filtering: model developers are required to implement a set of (automated)
filtering processes to remove malicious or harmful content from training datasets

3. Mandatory reporting requirements: after a certain threshold, model developers and data
vendors must disclose their pre-training and fine-tuning datasets to a third-party evaluator.

4. Model data security: model developers and data vendors should implement enhanced
security measures to protect their datasets, and synethetic generation algorithms.

5. Know your customer regulations: data vendors are required to collect, verify and disclose
the identity of developers requesting certain datasets to the government.

2 Related work

Governing data predates foundation models. In general, the term “data governance” has been used to
refer to various mechanisms and techniques for the organizational handling of data [9, 72], and often
in the context of AI [53]. In particular, there is a rich literature on technical methods for privacy-
preserving machine learning, including differential privacy, federated learning, and homomorphic
encryption [89, 32, 61, 39]. Policymakers have translated some of these techniques into regulatory

2Specifically, this paper will focus on mechanisms for regulating text-based frontier artificial intelligence
systems, as these are the models with the most training data and the bulk of frontier models

3Note: To limit the scope of our paper, we do not focus on the direct harms arising from data, though we
recognise these cannot be completely disentangled. For example, if private companies can train on private data
(like personal cloud drives or video call transcripts, as some sources have speculated), this could be prevented
through enforcing existing privacy regulation – even if this would ultimately have ramifications for the size of
datasets that model developers may need for further scaling [42, 93]. Likewise, some outlined mechanisms, such
as canary tokens or data filtering, may be employed to prevent privacy or copyright-infringing datasets.
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frameworks, with a wide focus on various direct harms from data abuse and misuse, including privacy
breaches, copyright infringement, algorithmic bias and discrimination [38, 16, 26].

On the other end, the regulation of frontier AI systems has instead converged to two popular paradigms.
First, the governance of computing power (“compute”), which has taken the form of export controls,
compute thresholds, on-chip verification, among others. [75, 58, 44, 15]. Second, model evaluations,
testing trained AI models before deployment, are a key component of the safety plans of leading model
developers and proposed and implemented regulatory regimes (licensing, third-party verification,
auditing) [4, 71].

For governance, the early popularization of these two approaches is understandable. Compute
is quantifiable and requires a highly-centralised supply chain, and evaluations generally provide
a comprehensible indication of the lower bounds of a model’s capability, to inform deployment
decisions and development forecasts. [75, 71]. Yet, there are still limitations. Once compute has
been allocated (eg. when the data centers have been constructed), we do not yet have the technology
to reliably monitor their usage; algorithmic improvements mean that compute thresholds must be
steadily lowered over time; evaluations can overlook emergent capabilities; correcting dangerous
capabilities with existing techniques, such as reinforcement learning from human feedback, are still
not perfect. [19]

Our paper lies at the intersection of data governance and frontier AI regulation, two fields that
have been studied independently. Our contribution fits within the framework of the recent subfield
of “technical AI governance.” In particular, Reuel et al. [73] first introduces the subfield, and
provide a comprehensive taxonomy of open research questions in data, compute, algorithms, and
deployment, sorted by governance capacity. On data, they primarily focuses on the data’s ability
to enable assessment, access, verification and security from a primarily technical lens, providing a
comprehensive survey of progress in machine learning [73], while we seek to explicitly introduce the
approach of “frontier data governance” and detail specific policy mechanisms to combat properties of
data we have identified.

3 Frontier data governance

3.1 Motivation

Data is a foundational input to AI models. Particularly for deep learning, models learn patterns,
relationships and representations from the data they are trained on. The quality, quantity and nature
of the training and fine-tuning data directly influence the model’s capabilities, behaviors and potential
risks. We define frontier data governance as “the policies, practices and mechanisms that monitor,
regulate, and control data throughout the AI development pipeline, to mitigate risks and ensure
responsible development of frontier AI systems.”

We briefly explore the risks from misuse and misalignment from frontier models, and data gover-
nance’s role in mitigating these:

1. Misuse: Frontier AI models have the potential to acquire capabilities that pose societal-scale
risks, such as for bioweapon design, cyber attacks or autonomous weapons. Malicious actors
could intentionally elicit or fine-tune these capabilities, training AIs on specialized datasets
[41, 79]. Compared to compute governance, which directly regulates the resources not the
harmful content learned, or model evaluations, which occur after training, data governance
can address the root cause by eliminating harmful content that provides these abilities from
the training process, and can be enforced at multiple points throughout the supply chain.

2. Scaling: AI models exhibit emergent capabilities as they scale in size and complexity,
often in unpredictable ways [3]. However, scaling requires not just compute but also
vast amounts of high-quality data; optimal performance and capability growth depend on
both compute and data. Data requirements increase approximately linearly with compute
[46]. The availability of high-quality, diverse public data is finite. Estimates suggest that
publicly available data suitable for training could be exhausted by 2026–2032 under current
growth trajectories. [84]. Without enough new data, models can overfit, and additional
compute yields diminishing returns [64, 90]. By controlling data access, we can prevent
rapid, uncontrolled scaling that may outpace our ability to manage associated risks, thereby
aligning AI development with societal readiness.
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3. Misalignment: More speculatively, frontier data governance may be able to align frontier
models that could otherwise be misaligned with human values or intentions, reducing the
likelihood of scenarios where control over these systems is compromised. Filtering out
harmful, biased, or malicious content from training datasets may reduce the likelihood
of models learning undesirable behaviors. If the training distribution reflects the ethical
standards and societal values may help align AI behaviors.

Overall, frontier data governance may complement existing strategies, filling the gaps left by compute
governance and model evaluations, and help proactive shape AI development, prevent dangerous
capabilities, control scaling and even enhance alignment.

3.2 The AI Data Supply Chain

Frontier models rely on diverse datasets at various stages of their development and deployment. The
AI data supply chain involves multiple stages: production (creation of raw data by users, creators,
researchers, and organizations), aggregation (gathering data through web scraping and purchases by
tech giants and aggregators), processing (cleaning and structuring data by AI company teams and
academic institutions), pre-training(using these large datasets to optimize model parameters, done
by AI companies and research labs), fine-tuning (adapting models for specific tasks with smaller
datasets, involving specialized providers), retrieval (optional, incorporating external knowledge
during inference, often with content partners), and evaluation (assessing model performance using
curated datasets, conducted by internal teams, auditors, and researchers). For a more comprehensive
breakdown of the AI data supply chain stages and the key actors involved at each step, please refer to
Appendix A.

4 Challenges

While the inherent properties of data—non-rivalry, non-excludability, and replicability—make it
incredibly useful for training AI systems, they also pose significant challenges for using data as a
governance tool. Additionally, the current data supply chain may leave data vulnerable to adversarial
attacks and obfuscation from regulatory scrutiny. Below, we explain why each of these properties
causes a challenge.

1. Non-rivalry: Data is a non-rivalrous good; one party’s use doesn’t diminish its availability
or utility to others. While this has allowed for the widespread use and re-use of data in
training AI models, this makes controlling or limits its use difficult [30].

2. Non-excludability: Data is often non-excludable; it’s difficult to prevent unauthorized
access once available. Preventing unauthorized access to data, especially once it is available
online, where malicious actors can obtain and use data without authorization, making it hard
to control who uses data and for what purposes [30].

3. Replicability: Data can be copied and replicated infinitely without degradation or significant
cost. The ease of replicating data complicates efforts to control its distribution. Once data
is shared or leaked, it can spread uncontrollably, making it nearly impossible to enforce
restrictions or track all copies [30]. Data therefore has:

4. Vulnerability (to adversarial attacks): Data is susceptible to poisoning and extraction
attacks, as adversaries can introduce malicious data into training datasets.4 This can cause
models to learn incorrect or harmful behaviors, leading to unpredictable or dangerous
outcomes. Furthermore, using a variety of in-context data-based attacks, information can be
inferred or extracted from trained models.

5. Obfuscatability: Data can be acquired, transferred, and used in ways difficult to detect or
monitor, often due to encryption, anonymization, or the use of covert channels. Unlike com-
pute, which requires significant physical infrastructure (data centers, specialized hardware),
data can be stored and transmitted using minimal hardware, such as on hard drives, making
it less visible to oversight mechanisms.

4The barrier to entry for could be low. Public data sources can be manipulated with relatively few resources
and technical expertise. Attackers can subtly alter data on websites or platforms that are commonly scraped for
training data, embedding harmful content that could be ingested by model.
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For each of these challenges, we highlight how our five proposed mechanisms can uniquely help
combat them (in bold), and further classify the remaining 11 similarly.

4.1 Synthetic data

Emerging technologies and industry trends introduce new complexities to frontier data governance,
particularly the increasing use of synthetic data—data generated by AI models themselves, designed
to mimic real-world data distributions [62, 60].

Furthermore, emergent technologies and industry trends cast doubt on the potential for data gover-
nance to act as a sustainable lever for regulation of the frontier. Particularly, as model training dataset
sizes approach the limit of human-generated data, model developers are exploring opportunities for
pushing the frontier. Although currently not a viable alternative for organic data [60], in the long
term, synthetic data could supplant organic data as the primary source of training data in future
generations of frontier models. This poses a threat to regulation of the data supply chain, as it relies
on the progression of data from data producers to model developers; synthetic data, on the other hand,
can be covertly generated and used by model developers, thus potentially allowing for unregulatable
and adversarial data production and use. Likewise, the development of more data efficient model
architectures, which many industry experts have suggested is the future, could threaten frontier data
governance [87], as by reducing models’ reliance on data, sufficiently large, and possibly dangerous,
datasets could be created covertly, evading many of the detection and visibility mechanisms of frontier
data governance.

5 Underexplored mechanisms

Canary tokens

Canary tokens are unique identifiers or markers embedded within data to serve as tripwires,
alerting data producers and regulators to unauthorized access or use, while empowering data
aggregators and data vendors with greater control over the dissemination of their data. Canary
tokens can help prevent foundation models from incorporating hazardous or sensitive information into
their training datasets. Canary tokens help address the easily replicable nature of data by allowing
for tracking and blocking of unauthorized replication. Furthermore, they strengthen a key link in
the data supply chain, while enhancing detectability and mitigating vulnerabilities to adversarial
attacks.

Implementation: We propose data producers could include random strings or unique codes within
webpages or documents containing potentially dangerous information. These tokens would be
registered with the appropriate regulatory authority, who would privately inform the model developer
about the tokens’ presence and meaning. Model developers would be required to scan their training
data for these canary tokens and exclude any content containing them.

Existing work: Canary tokens are widely used in cybersecurity to detect unauthorized access,
acting as early warning systems against attackers [36, 33, 56]. Grosse et al. [40] demonstrated the
use of influence functions to trace model outputs back to training data in large language models.
Other methods can detect whether specific data has been used in training models [18, 66, 6, 92].
Though such reverse data attribution is possible, but can be combined with canary tokens to decrease
computation expense and increase accuracy. Instead of analyzing influence across the entire training
set, canary tokens provide unambiguous markers, eliminating the need for approximate influence
calculations in many cases – even if not, models could quickly scan the much smaller space of known
canary tokens.

Challenges and mitigation: The interests of data producers, data aggregators and data vendors to
protect their own data will help justify the initial technical hurdle of implementing canary tokens
across data.

Mandatory data filtering

Mandatory data filtering is a regulatory requirement for model developers to implement auto-
mated processes that detect and remove malicious, harmful, or unsafe content from training
datasets before model training begins. Large language model (LLM) powered filtering of unsafe
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content in pre-training data could greatly reduce the risk of both the model passively absorbing unsafe
content, thus eliminating the model’s native potential to be unsafe, as well as targeted data poisoning
attacks. This approach addresses the vulnerable nature of data to attacks by filtering out these attacks
before training, while likely preserving the quality and safety of the information used to train AI
models.

Implementation: We propose model developers and other data processors should integrate filtering
mechanisms for safety into data preprocessing stages. Government safety agencies would provide
the specific safety criteria, and auditors with access can verify their correct implementation and
effectiveness (potentially in combination with mandatory reporting requirements below). Although
LLM-based methods for data filtering exist, they are not widely used for model safety, but instead to
support performance. For example, 25% of Llama-3’s pretraining data mix consisted of mathematics
and coding tasks [29]. Classifiers can still be used to recognize specific types of unsafe or low-quality
content.

Existing Work: Data filtering can be, and is often used to enhance model performance by removing
irrelevant or low-quality data. Traditional filtering techniques focus on predefined heuristics for
determining unsafe content [29]. Llama-3 uses classifiers like fastText and RoBERTa-based models
to filter training data [29]. The use of LLMs to filter data allows for a more dynamic system with
minimal prompting [83], and no need to define heuristics for the determination of “unsafe content”,
as in current safety filtering systems [29].

Challenges and mitigation: Implementing LLM-based filtering at scale can be expensive. This can
be mitigated by the training/fine-tuning of specialised-models. Rather than a mandate, governments
could partner with model developers, as they partnered with cloud service providers for transparency
measures of cloud services usage[48]. A mandate, in principle, already has some regulatory footing,
such as in the European Union’s AI Act, which sets minimum quality requirements for pre-training
datasets. The potential for data filtering to improve the quality of a model also incentivizes its use by
model developers, helping to justify the cost of data filtering.

Mandatory reporting requirements

Mandatory reporting requirements are regulatory policies that compel model developers and
data vendors to disclose their pre-training and post-training dataset to a government auditor,
potentially including additional information about their data practices, model training processes,
and data transactions. The policy addresses data’s non-excludability by ensuring datasets used by
model developers are acquired through legitimate means, regulating the link between data vendors
and their clients, and model developers and their sources. The approach also has the additional
benefit of detecting the misuse of data, as highlighted by the recent public attention on NVIDIA’s
alleged scraping of YouTube data for AI training without proper authorization [76]. Furthermore,
comprehensive reporting on training data and compute usage could provide valuable insights into the
scaling achievements of various AI companies, offering a clearer picture of the competitive landscape
and technological progress.

Implementation: We propose that regulatory bodies would provide clear guidelines on the specific
information to be reported, including dataset sizes, sources, composition, data filtering techniques, and
significant changes in data practices. A secure digital platform would be established for companies to
submit their reports, ensuring data security and confidentiality. Similar to existing regulation, like
SB1047, these requirements would only apply to developers training models over a certain threshold
[13].

Existing work: To our knowledge, no one has proposed pre-training and post-training dataset
reporting. Some AI companies do publish transparency reports or model cards that provide insights
into their data practices and model characteristics [69].

Challenges and mitigation: Governments will need to build technical expertise and resources to
effectively evaluate the large volumes of complex data reported. To reduce the resource-intensive
burden on smaller companies, to start, these regulations will only apply above some monetary
threshold for frontier model training. Strict security protocols can allay potential confidentiality and
competitive concerns when companies are disclosing this proprietary or sensitive information, which
can also help address similar consumer privacy concerns.
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Model data security

Model data security involves model developers and aggregators implementing robust security
measures to protect pre-training, post-training datasets and synthetic data generation algo-
rithms from unauthorized access, theft, or tampering. This extends existing security practices
used for safeguarding model weights to the data used in training AI models [67, 37, 80]. Currently,
model developers take various precautions to protect model weights. We recommend that the same
precautions be taken to secure pre-training and post-training data. The theft of pre-training data,
for example, could allow for the recreation of the model or a model of similar performance [50].
Recent work has shown that post-training and fine-tuning data could be essential to the improvement
and alignment of models [52]; the theft of this data, thus, would not only allow for the performance
improvement of potentially adversarial models, but also the potential adversarial misalignment of fron-
tier models. Increasing security addresses the challenge of data’s non-rival nature by discouraging
unauthorized sharing and access.

Implementation: We propose that model developers establish access control, encryption, secure
computing environments and security auditing to model data – in practice, many of these recommen-
dations are similar for those to defend model weights [67]. These security measures would have to be
mandated by regulators and implemented by model providers. Regulatory precedent exists for such
mandates, such as stringent requirements for protection of personal data and bank information[68,
38]. Due to the potential presence of said sensitive data in training data sets, the same regulatory
mechanisms could be used to mandate the protection of training data[57]. Furthermore, out of a
desire to protect their models and maintain the competitive edge of superior data, model developers
have an incentive to protect their data in such a manner.

Existing work: In addition to encryption and access control, which are already industry with regards
to model weights [67], increasingly, developers have begin to watermark model weights to track
downstream usage [37, 59]. We recommend the implementation of these novel methods to defend
model data as well, both due to its technical precedent [43] and the importance of data to model
security.

Challenges and mitigation: More thorough protection of data, however, would be challenging,
as it would have to protect against mechanisms which allow for the extraction of pre-training data,
even in black box models [65]. There appear to be few, if any, widely recognized mechanisms for
effectively addressing this type of attack. The techniques are still not well-developed, though, and
more speculative security measures (such as output monitoring and limiting output bandwidth) may
help.

Know your customer regulations

Know your customer (KYC) regulations for data vendors require these vendors to verify and
document the identities of their customers, often model developers particularly for transactions
involving significant quantities of data, or types of data. Data vendors should consider imple-
menting KYC procedures, and thereby verifying customer identities. Further, customers purchasing
large amounts of data are mandated to provide verifiable identification. This policy addresses the
challenge of data’s obfuscatability by reducing the potential for covert data transactions.

Implementation: We propose that data vendors collect identifying information, and verify through
independent sources or services, and maintain secure records of customer identities and transcation
details. Regulators should set specific transaction thresholds above which KYC procedures based on
risk assessments.

Existing work: KYC is well-established in finance to prevent money laundering and fraud [12].
It is gaining traction for regulating compute and cloud infrastructure [55, 48]. At present, model
developers have untraceable access to immense datasets through private transactions with data vendors
[70], leading to an opaque data supply chain which allows adversaries to develop potentially unsafe
frontier models covertly.

Challenges and mitigation: The upfront cost for data vendors in establishing KYC processes can be
streamlined by governments providing industry-wide KYC standards.
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6 Other mechanisms

Restricting and monitoring fine-tuning access (model developers; vulnerability). For highly
sensitive or capable models, directly limiting access to fine-tuning capabilities (eg. from the API)
or requiring identification can prevent unauthorized or malicious modifications of AI models. Data
poses risks at all stages of the pipeline, including fine-tuning, where technical frameworks exist for
the cheap and covert exploitation of these post-training methods to instantiate unsafe agents [79, 41].
Additionally, fine-tuning can be exploited through model poisoning attacks, where adversaries subtly
manipulate the model’s behavior during the fine-tuning process [5]. The democratization of fine-
tuning holds serious AI safety risks: “defenders,” or people interested in protecting AI, tend to have
more resources, so as costs fall, more additional “attackers” gain fine-tuning access than “defenders”
[21]. Thus, monitoring and restricting fine-tuning access, such as through license requirements
or background checks, would mitigate these risks by blocking adversaries from accessing such
resources. This approach already has some regulatory backing, covered under “unsafe post-training
modifications” in California’s SB1047 [13], and is also addressed in the proposed European Union’s
AI Act [24].

Restricting access to dangerous datasets (data collectors, data processors, data vendors; non-
excludability). Unsafe or malicious datasets can be used to create unsafe AI systems at various stages
of the data pipeline, from pre-training to fine-tuning [79, 41]. Regulating upstream data sources
can significantly reduce these downstream risks. Measures such as mandating licenses, conducting
background checks, implementing paywalls for accessing potentially unsafe datasets, or restricting the
public dissemination of particularly dangerous datasets can prevent untraceable adversarial access to
these resources. Existing regulatory initiatives, such as the European Union’s General Data Protection
Regulation (GDPR) [38] and the California Consumer Privacy Act [16], aim to protect sensitive data
from unauthorized access. These initiatives should be extended to cover data that could lead to the
development of unsafe AI systems.

Output Watermarking (model developers; replicability). Implementing watermarking techniques
to attribute data and identify the source model responsible for generating specific outputs allows
for better filtering and tracking of AI-generated content. Model output watermarking involves
embedding undetectable and unremovable tracing data into the outputs generated by AI models
[43]. While traditionally used by model developers to protect intellectual property rights [59, 74],
output watermarking holds significant regulatory potential, across different modalities (including
text, image, audio, video). Mandating model watermarking would allow regulators to trace unsafe or
malicious content back to the source models, facilitating the identification and regulation of unsafe
AI systems. Recent advancements have focused on developing robust watermarking methods for
generative models to ensure accountability and mitigate misuse [1, 91].

Mandatory attribution for web scrapers (data aggregators; vulnerability). Requiring data aggre-
gators to attribute the sources of their scraped data through standardized meta-reporting ensures
transparency and accountability in data collection practices. The opaque processes of data aggregators
often make it difficult to trace unsafe or harmful content back to its original source once it is included
in a web-scraped dataset. This lack of traceability allows such content to proliferate unchecked
into other datasets, potentially leading to unsafe AI models trained on this data [8]. Mandatory and
standardized attribution would not only facilitate traceability but also hold web scrapers accountable,
enabling regulators to enforce safe scraping practices and prevent the spread of harmful content [63].

Auditing retrieval data (model developers; vulnerability). Utilizing retrieval techniques can sig-
nificantly enhance AI performance, especially with larger context windows [28]. However, these
methods can also be exploited to circumvent restrictions on user prompts and elicit harmful infor-
mation. By providing a sufficiently large number of examples of undesirable behavior, malicious
actors can manipulate the model to produce unsafe outputs [22]. Since this vulnerability relies
solely on input data, adversaries can create and distribute packages that are easily replicable to
obtain harmful information. To mitigate these risks, it is crucial to audit and monitor retrieval data.
User inputs can be analyzed to detect the presence of harmful examples; such inputs can then be
entirely refused, portions that fail safety tests can be removed from model responses, or accounts
that repeatedly submit such prompts can be tracked and suspended if unsafe behavior continues [86].
Implementing robust content filtering and input validation mechanisms can further enhance security
[88]. Additionally, employing techniques like differential privacy during training can help prevent
the leakage of sensitive information [31].
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Decentralized volunteer classification for safe datasets (data aggregators, data vendors, data
processors; obfuscatable). To break out of the chicken-and-egg paradox of relying on AI models to
assess the safety of datasets used to train themselves, we propose leveraging volunteer classification
efforts. Projects like Galaxy Zoo, launched in 2007, demonstrate the effectiveness of citizen science,
where public volunteers classified galaxies and provided valuable training data that eventually enabled
machine learning models to automate these tasks [34]. Similarly, volunteers could be enlisted to
review random pieces of data and classify their safety according to specified criteria. Once sufficient
labeled data is gathered from volunteers, a classifier could be trained to automate verification in the
future, with periodic updates from volunteers as the relative safety of data evolves. This approach
harnesses the collective intelligence of the public to enhance dataset safety, ensuring that AI models
are trained on vetted data [49, 54]. Moreover, involving volunteers in data classification promotes
transparency and public trust in AI systems [35]. However, challenges such as ensuring annotation
quality and protecting volunteers from exposure to harmful content must be carefully managed [77].

Implementing automated classifiers on input and output (model developers; vulnerability). Fine-
tuning a small language model to detect signs of data extraction and other common attacks can
provide an additional layer of security on top of existing large language models (LLMs). Data-based
input attack vectors are attractive to adversaries due to their accessibility; for instance, attacks on
web-scraped datasets can be executed simply by injecting large amounts of data expressing misaligned
intent [85]. Similarly, output attacks, such as data extraction, involve malicious prompting that exploits
vulnerabilities in the data pipeline, potentially leading to unauthorized access to sensitive information
[18]. Implementing input/output classifiers can detect many of these common attacks, blocking
rudimentary threats with relatively simple technologies [51]. These classifiers act as gatekeepers,
analyzing inputs and outputs for signs of malicious activity and preventing the exploitation of LLMs.

Differential data spread (data producers, data aggregators, data vendors, model trainers; vulnerabil-
ity). Implementing techniques to assign greater weighting to positive or beneficial data—or increasing
the raw quantity of such data in datasets—can promote more favorable outcomes in AI models. For
example, incorporating “good stories” about AGI or emphasizing ethical and aligned content can steer
models toward safer behaviors. Meta’s Llama 2 model demonstrates the possibility of intentional data
weighting by model developers; their pre-training data mix was curated to contain specific proportions
of content types, showing that certain types of content can be deliberately emphasized in the training
data [81]. Techniques like curriculum learning, where training data is presented in a meaningful order
to improve learning efficiency and performance, support the efficacy of intentional data weighting
[10]. Beyond this, differential data spread could be executed through the large-scale creation of
beneficial data by data producers, an increased sampling of beneficial data by data aggregators, such
as through duplication of beneficial data, and the curation of datasets with high amounts of beneficial
data by data vendors.

Refine existing regulations to include mechanisms of data generation and collection (regulators,
evaluators; synthetic data). Existing regulatory frameworks for data privacy are invaluable but need
to evolve as methods of data collection and generation advance. For example, the EU’s General
Data Protection Regulation (GDPR) defines personal data but does not explicitly address synthetic
or AI-generated data that can be linked back to individuals [38]. Expanding the GDPR’s definition
to explicitly include synthetic and AI-generated data would extend regulatory oversight to these
novel forms. Similarly, consent mechanisms mandated by regulations like the California Consumer
Privacy Act (CCPA) need to evolve beyond explicit data collection to address AI systems capable
of inferring sensitive information from aggregated non-sensitive data, or to regulate non-sensitive
data itself [16]. Updating these privacy regulations is essential for the effective governance of
emergent technologies like synthetic data and would enhance protections against potential misuse of
AI systems. Incorporating provisions from recent legislative proposals, such as the EU’s proposed
Artificial Intelligence Act, which addresses AI-specific risks and governance, could further strengthen
the regulatory framework [24]. Additionally, research demonstrating how AI models can infer
personal information from seemingly anonymized data underscores the need for refined regulations
[78, 17].

Proof of training data verification (model developers, regulators; non-excludability). Proof-of-
Training-Data is an emerging mechanism for verifying the datasets used to train machine learning
models [23]. This mechanism holds significant potential as an enforcement tool for regulators,
enabling the auditing of models to ensure correct dataset attribution and confirming that models have
not been trained on prohibited or unauthorized datasets. For instance, if a malicious model developer
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circumvented the standard data pipeline to obtain a sensitive or dangerous dataset through illicit
means, resulting in a harmful AI agent, regulators could employ Proof-of-Training-Data verification
to determine whether the inaccessible dataset was used during training. Techniques such as data
provenance tracking [45], model watermarking [82], and cryptographic verification methods [7]
can enhance this verification process by ensuring transparency, enabling ownership verification, and
preserving data privacy, respectively. This approach addresses a critical regulatory challenge posed by
black-box models, where outputs are often untraceable to specific training data, thereby establishing
accountability measures for model developers even after training is complete.

7 Conclusion

In this paper, we sought to introduce data’s role in governing frontier AI models. We provided a
brief overview of 15 technical mechanisms, which have received varying previous attention, and
introduced five, thus far, unexplored central recommendations – canary tokens, data filtering, reporting
requirements, data security and know-your-customer regulation – for combating these challenges.
Beyond this, there is much scope for future policy research exploring how existing regulatory regimes
can be adapted and leveraged for frontier data governance, as well as technical work estimating
and formalising the various assumptions of our policy mechanisms (such as the link between data
composition and capabilities).

10
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8 Appendix A: Expanded Data Supply Chain

8.1 Process

1. Production: The creation of raw data that could potentially be used for AI training. This
includes various types of data, chiefly scraped web data (primarily publicly available webpages) and
user-generated content (social media posts, videos, reviews).
2. Collection: The gathering of produced data from diverse sources, including web scraping, dataset
purchases and licensing, and aggregation of publicly available information.
3. Pre-training: Using large, processed datasets to optimize model parameters, enabling the model
to learn general understanding and generation through self-supervised learning.
4. Fine-tuning (or post-training): Adapting pre-trained models for better performance specific
tasks or domains using smaller, often higher-quality datasets.
5. Retrieval: Incorporating external knowledge bases or documents during model inference to
access information beyond the training data.
6. Evaluation: Assessing trained models using curated datasets to identify and quantify performance,
capabilities, and propensities.

8.2 Actors

Actor Description and Examples
Data Producers • Individual users (social media posters, video uploaders, bloggers)

• Content creators (YouTubers, podcast hosts, journalists)
• Researchers and academics (paper publishers, dataset sharers)
• Businesses and organizations (report producers, website maintainers)

Data Aggregators • Tech giants (Google, Meta, Microsoft)
• Specialized data aggregators (CommonCrawl, WebCorpus)

Data Processors • In-house teams at AI companies (OpenAI, Google DeepMind, Anthropic)
• Data science departments at universities and research institutions
• Cloud service providers

Model Developers • Dedicated AI companies (OpenAI, Google DeepMind, Anthropic, Cohere)
• Research divisions of tech giants (Microsoft Research, Meta AI)
• Academic labs (Stanford AI Lab, MIT CSAIL)
• Open-source communities (Hugging Face, EleutherAI)

Data Vendors • Content partners (Shutterstock, Getty Images, TIME)
• Specialized vendors (Scale AI, Surge AI, Appen)
• Data marketplaces (Kaggle Datasets, AWS Data Exchange)

Evaluators • Internal teams within AI companies
• Third-party auditors (METR, Apollo Research)
• Academic researchers
• Government agencies (British and American AI Safety Institute)

Table 1: Actors in the AI Data Supply Chain
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The paper’s abstract and introduction outline challenges, 15 policy mechanisms
and implementation details; we provide these within the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, we do so by specifically stating the impact of our work
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: There are no theoretical derivations or formal results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA] .
Justification: The paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA] .
Justification: The paper does not include experiments.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA] .
Justification: The paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA] .
Justification: The paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA] .

Justification: The paper does not include experiments

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Because our work focused primarily on introducing a new paradigm for data
governance, our key ethical considerations included to what extent our paper contributed to
considering social responsibility, and our process adhered integrity and rigor expected.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Because we focused on safety for societal-scale risks, we hope that by outlining
how data can grant policymakers with a new lever, this allows them to better shape the
development of frontier AI regulation. In particular, we hope that this form of frontier
data governance can prevent the acquisition of dangerous capabilities, including potential
malicious or unintended uses.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not use human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not use human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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